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Problem 1: Don’t fairly detect sophisticated bots Problem 2: Models suffer from Overfitting Problem 3: Vulnerable to Adversarial Attack

An improved Linear Separability
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‘Social Bot’ is an automated program that may spread false information 

and mimic genuine Online Social Network users to evade detection [1].
“

”

BotSSCL outperforms baselines on two datasets. 

It also provides generalizability guarantees and 

is robust to adversarial attacks. 

Perform tests on Two Datasets (Varol and Gilani) 
which includes these bots that mimic humans.

RQ1: Performance and Ablations

RQ3: Adversarial Robustness

RQ2: Generalizability

Motivation: To use Self-Supervised Contrastive Learning [3] 

We achieved ≈6% and ≈8% better than 

baseline models on both datasets.

BotSSCL is generalizable as it achieves similar 

performance when trained with any dataset and 

tested with other

Only allows 4% success to adversaries for evasion.
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≈67%
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Problem Statement:
Given an account U and Tweets, 
we need to find y(U) ∈ {0,1}, 

where y(U) = 1 means bot.
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Perform Good when Tested with same dataset

Do not perform well when tested with different dataset

Linear Separability issues

Existing Bot 
detectors have 
three issues [2].
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